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Abstract
In this paper, the image enhancement using HSVrcolo
space is done. In the existing work only V comparien
changed while the H and S component of the HSV &brm
remains the same. In the proposed work the S coemton
remains the same as any change in the s component
changes the image color. The h component of thgenis
changed in the proposed system. The DWT of thechvan
component is taken that divide these components in
approximation and the detailed part. The approxonat
and detailed are enhanced separately for the both
components. Then inverse DWT is used to combinsethe
parts. Finally we get enhanced image by converthrg
image in to RGB format. The change in the H compbne
enhances the color the image.
Keywords Image Enhancement, DWT, RGB, HSV,
PS\NR.

1. Introduction

Image Enhancement is very important topic in the
researches. The principle of image enhancementis t
process an image so that the result is more saitabh the
original image in many applications. A typical ineag
enhancement is achieved through the high-passr filte
followed by the post-processing in order to makeithage
suitable. In other words, this method uses a typica
principle behind un-sharp masking and high-bodring

[1]. Image enhancement is a commonly used method fo
the improvement of the quality of a blurred imagenong
many image enhancement approaches, the noanlinea
image enhancement (NIE) method has a simple
structure and can obtain a good processing €f2¢cThe
conventional NIE method in which uses a low-pa#erfi
and non-linear operator to predict a high-frequency
component, can be used to enhance the visual yjdla
blurred image[3].

Image Enhancement (IE) transforms images to peovid
better representation of the subtle details. Thisan
indispensable tool for researchers in a wide waéfields
including (but not limited to) medical imaging, érsics,
atmospheric sciences and art studies. It is apfita
specific: an IE technique suitable for one probtaight be
inadequate for another. Eg: Forensic images/vigegsloy
techniques that resolve the problem of low resotutind
motion blur while medical imaging benefits more rfro
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increased contrast and sharpness. For such an ever
increasing demand of digital imaging software comes
have released commercial software’s for users wéuat wo

edit and visually enhance the images [4].

—\
—

Fig 1: Process of Image Enhancement [5]
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2. Contrast Enhancement

Contrast is an important factor in any subjectivaleation

of image quality. Many algorithms for accomplishing
contrast enhancement have been developed and capplie

problems in medical imaging. Among them, histogram
modification and edge enhancement techniques heee b

most commonly used along with traditional methods o
image processing [6].

The contrast is created by the difference in luméea
reflected from two adjacent surfaces. Local comtras
stretching (LCS) is an enhancement method perforamed
an image for locally adjusting each picture elemeritie to
improve the visualization of structures in bothkdst and
lightest portions of the image at the same timep@me of
the improved techniques of histogram equalizatiath w
brightness preserving include the bi-histogram kgaton
(BHE) .Histogram equalization is the most popular
algorithm for contrast enhancement due to its &ffecess
and simplicity [7].

3. Color Enhancement

Color images provide more and richer informatioror f
visual perception than that of the gray insag€olor
image enhancement plays an important roleDigital
Image Processing. The purpose of image enhamteise
to get finer details of an image and highlight tieeful
information [8]. During poor illumination conditisn the
images appear darker or with low contrast.
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4. Non-Linear Enhancement

Algorithm

Nonlinear image enhancement based on partial diffel
equations enhances the image contrast also chahges
image gradient distribution. First of all, transforthe
image to the gradient domain. Because high contfaiste
image means gradient strength large and textusr.c8o
they can enhance image gradient intensity to aehieage
contrast enhancement.
There are three
enhancement:

I mage

methods of nonlinear contrast

¢ Histogram Equalizations

When an image's histogram is equalized all pix&les of
the image are redistributed so there are approgisnan
equal number of pixels to each of the user-spetifietput
gray-scale classes (e.g., 32, 64, and 256)

¢ Adaptive Histogram Equalization

The adaptive histogram equalization where youdiaite
the image into several rectangular domains; comjpute
equalizing histogram and modify levels so that thetch
across boundaries.

¢« Homomorphic Filter

Homomorphic filter is the filter which controls tohigh
frequency and low-frequency components. Homomorphic
filtering aims at handling large of image intensityhas a
multiplicative model [7].

5. Discrete Wavdet Transfor mation

(DWT)
The basic idea in this is to multi-frequency depose the
image into 4 various sub-bands at different fregyen
DWT decomposes the image into four frequency bands:
LL, HL, LH, and HH band. LL band represents low
frequency, HL and LH represent middle frequency Eitl
represents high frequency band, respectively. Lindba
represents approximate details, HL band gives botat
details, LH provides vertical details and HH band
highlights diagonal details of the image [9] Theibddea
in the DWT for a one dimensional signal is thedualing.
A signal is split into two parts, usually high ftempcies and
low frequencies. The edge components of the signal
largely to the high frequency part. The low frequepart
is split again into two parts of high and low freqaies.
This process is continued an arbitrary number wfes,
which is usually determined by the application atdh

Original DW
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T
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6. Proposed Work

In the existing work only V component is changedilevh
the H and S component of the HSV format remains the
same. In the proposed work the S component renthas
same as any change in the s component changesdige i
color. The h component of the image is changedhin t
proposed system. The DWT of the h and v comporent i
taken that divide these components in approximasiod

the detailed part. The approximation and detailed a
enhanced separately for the both components. Tvemse
DWT is used to combine these parts. Finally we get
enhanced image by converting the image in to RGBi&b.
The change in the H component enhances the codor th
image. The process can be easily explained by the
flowchart explained below: The proposed work can be
implemented using the MATLAB.

6.1 Image Enhancement In HSV Color

Space

HSV color model is similar to color palette from iain

colors are selected and is based on how humaniperce

colors. Hue is a color attribute, saturation gitles purity

of color and Luminance value indicates the brigbsnef

the color. The change in the saturation and value

component of the image can change the overall tyuati

the image. The relationship between RGB and HS\drcol

space is defined using (1)-(4).

H, ifB<G

H={360—H1 ifB>G (1)

2[(R-6)+(R-B)]

2

M=o

1——[min (R,G,B)] (3)

R+G+B

H = cos‘l{
S =

V=§(R+G+B) 4

In the existing method, the input RGB color image
converted into HSV color image.

6.2 Discrete Wavelet Transform (DWT)
The DWT has been widely used in image processing fo
wide variety of applications. The DWT is used to
decompose the luminance component of the image into
approximation and detail coefficients using the rhaa
wavelet transform.
V(x,y) =
Y Aja@jin(m, 1) + T jsjirez 2 e e, (mm) +
Yizjktez & G Wiy (M) + Xjsjkiez X dﬁk,ld’]l'i,k,l (m,n)
®)
Where 4567 represents approximation coefficiestate J
with corresponding scaling functions8967,and<96Tiaee
detail coefficients at each scale with correspogdimavelet
functions>567. While the first term on the righttdaside of
(4) represents the approximationMdx, y), the second, the
third, and the fourth terms represent the detaiiponents
in horizontal, vertical and diagonal directionsspectively
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Fig 3: Proposed Flow Chart
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6.3 Luminance Enhancement

Based on image formation and human vision behather,
image intensity I(x, y) can be simplified as prodotthe
reflectance R(x, y) and the illuminance L(x, y)eath point
(X, y). The illuminance L is assumed to be containthe
low frequency component of the image while the
reflectance R mainly includes the high frequency
component, since R generally varies much faster than
most parts of an image with a few exceptions, kadow
boundaries. In most cases the illuminance has akever
orders of larger dynamic range when compared to
reflectance. By compressing only the dynamic rawigine
illuminance and preserving the reflectance, dynarage
compression can be achieved. In the exitsing metticzl
dynamic range compression is achieved by applymg n
linear transfer function(6), to the approximatioro- c
efficient of the value component of the HSV imagtep

3).

A = 6)

2
Where z is the image dependent parameter given by
0 forL<5

=30 for50 < L <150 (7)

100
1 for L > 150

Where L is the approximation coefficient of theualevel
V corresponding to cumulative distributive functioh0.1
which is calculated from the histogram of the image
In most of the images the illumination all over thege is
not same so applying the transfer function by estiimg the
parameter z all over the image will not preserve Itital
details. In order to preserve the local detailghef image
the image is divided into equal sized blocks amdi fihe
parameter z for each block And again to solve ttoblpm
of blocking artifacts and region transition we het sub
divide the blocks into sub blocks and find the paster z
for each sub block by interpolating the previously
calculated z for each block. Simple bilinear intdgpion is
used for interpolating the parameter z from blottksub
blocks.

A10757+0.254.0.4(1-2)+A4132) (

zZ =

7. Contrast Enhancement

The center surround ratio proposed by Hulbert edusr
contrast enhancement in which the Gaussian fidtersied.
It is the optimal surround for the approximatioreffizient
obtained by using a 2D discrete convolution withu&aan
kernel G (m, n) given by

x%+y?
G(x,y) = KeCT 02 (8)

wherex andy are spatial coordinates, r standard deviation
of the Gaussian distribution function or Gaussiarraind

space constant and K is selected such that

1
k= TR ERCAF(xy) ©)
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Where mxn represents the size of the image.

Aenn (m,n) = 255 AL (10)

Where E(m, n) is obtained by
Aru(mn)]19
E(m,n) = [ ;(m,n)

Where Ay, (m,n) =A(m,n)*G(m,n)
Where g is the parameter determined from the algin
approximation coefficient of the value componentttoé
image in HSV space for tuning the contrast enhaecé¢m
process.

(11)

The parameter g is determined using the followigqgation

( 0.45 foro<2

2720 for2<o<10
T

z= 025 foro =10 (12)

Whereo denotes the, standard deviation of the individual
blocks of the original approximation coefficient tfe
value component of the image.

8. Detail Coefficient Modification

Contrast enhancement through detail coefficient
modification is a well-established technique ardwant to
large variety of applications [10]. In this contras
enhancement technique generally small valued coefls,
which also represent the noise content are weakenksft
unmodified while large valued ones are strengthemed
linear or non-linear curve mapping operators. Deieing
the threshold that separates the small and largicients

is still merit of interest. Modifying these coeffats is very
susceptible and may lead to undesired noise magtidn
or unpredictable edge deterioration such as jagige®
Thus, the inverse wavelet transform with the medifi
approximation coefficients will suffer from edge
deterioration, if the detail coefficient is not nifded in an
appropriate way.

To meet this requirement, the detail coefficiente a
modified using the ratio between the enhanced aigihel
approximation coefficients. This ratio is applied an

adaptive gain mask such as:
Aenh

h _ h
d'new = " d
enh
d’new = dav
enh
dinew = “—d¢ (13)

9. Saturation Enhancement

The purpose of the saturation adjustment is to ntake
color image soft and vivid. In the proposed methibat
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saturation component is enhanced by stretchirgyitamic
range to get rich color display [40]. The mathewgsdti
model to describe the saturation enhancement endiy
Senn =SV (14)

Where S is the original saturation component ofithage,
Senn 1S the enhanced saturation component and the
stretch coefficient which determines the degree of
saturation enhancement. The higher thevalue the less
saturated the image looks. The lower . is, the mbee
saturated image looks. In this work, thealue is taken as
0.8 to get the satisfactory results.

10. Results

The table 1 shows the comparison the PSNR valuéseof
existing and the proposed algorithm

Tablel: Analysis Parameters of Existing and Proposed

Algorithm
Image Nam Existing PSNF Proposed PSN
3.jpc 21.101¢ 36.441t
5.jpg 25.5872 44.1891
Lenna.png 20.6718 35.6991

The results of the above table can be shown gralbhic
The fig 4 shows the comparison of PSNR value oétexg
and proposed algorithm.
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Fig 4: Comparison of PNSR Of Existing And Proposed
Algorithm
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11. Conclusion

The paper proposes a modified approach to image
enhancement. The result shows that the performainites
proposed protocol is better than the existing maitoThe
PSNR value of the proposed algorithm is better tten
existing algorithm. The snapshot of the histografm o
resultant image produced using the existing anghgsed
algorithm are different. The histogram of the résut
image of the proposed algorithm is more uniform as
compare the resultant image of the existing algonitThe
histogram and the PSNR value confirm the better
performance of the proposed algorithm as compardte
existing algorithm. In future, algorithm can be quared
with other existing algorithms. The algorithm che
extended to use the neuro-fuzzy to enhance the
performance. The algorithm can be extended to bee t
Bio-inspired techniques.
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